The 81st Fujihara Seminar
Mathematical Aspects for Interfaces and Free Boundaries
Niseko, June 2024

Convergence of solutions of a one-phase Stefan problem
with Neumann boundary data to a self-similar profile
Piotr Rybka, joint work with Danielle Hilhorst, Sabrina Roscani

Summary:

We explan how a unique self-similar solution to the one-phase one-dimensional
Stefan problem attracts all other solutions. The Neumann boundary condi-
tion means energy is pumped into the system.
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I'll talk about ice melting in a simple one-dimensional one-phase case

Ut = Upy {(x,t) :x € (0,s(t)),t € (0, T)} =:Qp,
u(s(t),t) = 0, s = —uz(s(t),t) te (0,7),
u(x,0) = upg(x), ug(x) >0, ug(0) > 0, x € (0, sp).

(1)
We have to specify the condition on the fixed part of the boundary. We set
the heat flux to be consitent with the decay of the fundamental solution,

h
VEFT
Our goal is to discuss the long time behavior. However, the system (1-2)
has no steady states, because the energy is pumped into the system. We
expect that solutions to (1+2) converge ot a self-similar solution (sss).

— ug(0,t) = h > 0. (2)



A similar problem arising as a corrosion model was studied by DH, there
instead of (2) the Dirichlet data was considered.

Since the Stefan problem is classical there is no need to discuss existence
of solutions. This was settled:

Proposition 1 (A.Friedman 1964, D.Andreucci 2004)

If ug € Lip ([0, sg]), then there exists u a unique classical solution to (152),
ie. u e C2LH(Qp) and u,ux € C(Q7 \ [0, s0] x {0}), s € C1(0,T),
s > 0.



Self-similar solutions

The parabolic scaling suggests that any sss has the form (u(x,t), s(t)) =
(U(ﬁ),w\/t—l—il). We denote w+/t + 1 by o(¢). If we plug this into
1 , then after setting n = —£— we obtain

Vi+1

This problem has a unique solution U(n) = h [ e—T/4 dr, where w is
the unique solution of

T
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Convergence

Here is our main result.

Theorem 2. (D.Hilhorst, S.Roscani, PR, 2024)

Let us suppose that 0 < u € Lip (R4), ug(0) > 0, sg > 0, ug(x) = O for
x > sg. Then, the unique solution to the Stefan problem (1+2) converges
to (U, o). More precisely,




Here is the strategy of the proof.

(1) In general, we don'’t like unbounded domains, so that we transform
the problem to a bounded region. This is done with the help of similarity
variables n = —=~—, 7 = In(¢t + 1). Hence, the spatial variable becomes

Vi+1’
bounded and the sss will be transformed into a steady state.

(2) We fit the solution to the transformed system, (W, b) between upper
(W, b) and lower (W, b) solutions. They converge monotonically in time.

(3) The limits of (W,b) and (W, b) coincide with the steady state of the
transformed system. The comparison principle forces convergence of (W, b).



The transformed problem
The resulting problem for (W (n,7),b(7)) = (u(x,t),s(t)) is

Wr = Wyy + 4Wh, n € (0,b(7)), T > 0,
—Wn(0,7) = h, W(b(r), ) =0, >0, 4
b(r) + 22 = —wy(b(7), 7), >0, )
W(n,0) = ug(n), n € (0,bp), b(0) = bg.

The advantage of this transformation is that the sss given by (3) becomes
a steady state of (4).



Upper and lower solutions
We introduce classical lower (W, b) and upper solutions (W, b)

<

WT Z Wnn ‘I‘ an, U(O,b(T)), T > O,
<

—Wy(0,7) > h, W(b(r),7) =0, 7> 0,

. <

b(r) + 52 S W, (b(r), 7), >0,

W(n,0) = uo(n), ne©bo), b0 S bo.



Comparison Principle

Theorem 3. Let us suppose that (W, b) is a lower solution while (17, b)
is an upper solution. If W(n,0) < W (n,0) and b(0) < b(0), then for all
7 > 0 we have

W(n,7) <W(n,7) and b(r) <b(7).

We find a time independent upper solution (W%, b*), such thate.g. W%(n) >
upg(n), b¥(0) > bg. We may also construct non-negative time independent
lower solution (W, %), such that Wi(n) > ug(n), b(0) > bo.



We define solutions to (4]

(W,b) with initial data (W*, b),
(W,b) with initial data (W%, b%).

The Comparison Principle implies that not only for all = > O
W(n,0) <W(n,7) <W(n,7) <W(n,7) <W(n,0)
b(r) < b(r) < b(7),
but also for all n € (0, bg) functions
T — W(n, ) and 17— W(n,1).

are monotone.



The main theorem follows from the following result.
Theorem 4. Let (W, b) be the solution to (4) with initial condition (ug, bg).

If (W°°,b°°) is the unique steady state of the transformed system (4),
then:

(b) W(-,7) = W on [0, 3] for all B3 < b>° when 7 — oc;
(c) if W (-, 7) is extended by zero to Ry, then W(:,7) = W on [0, 00).
Proof. Monotonicity of the interface implies that

lim b(7) = b lim b(7) = b*°.

T—00 T—00
Moreover,

im W(n,7) =W(n), Vncl0,b>],

T—00

lim W(n,7) =W(n), Vvnel0,8], VB <b™
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Weak convergence in H'! )
We have to show that the convergence is uniform and W = W, > = b*>°
and this it is the only steady state.

We test the equation with the solution W = W or W = W, formally we
have to first multiply W by a cut-off function. We integrate over

Qr1={(n7) €RL 1z € (0,b(r)), t € (T,T+1)}

to get
L(T) = WW; dndr = W (W + Wy W) dndr = R(T).
T,1 Qpq 2
We integrate by parts to get
1 o0 T+1 (’9 b(T)
L(T) = — —~W?2dndr = —/ W2 dndr
2 QT 87_
b(T+1) b(T)
= 2 / W2an -5 [ w2
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We take care of R(T),

19, T+1 _
_% W2_77 i / QW2|77—5(T).
QT 877 T 2

After rearranging the terms and combining with L (7") we obtain

1T S 1,
S R T+ 1)dn+/QT(Wn +,7?)
= IHwo,Dn+ L LD w2, T)dn < D.
Thus, the set
b(T+1
{re(T+1): /O( )ngngD}

has positive measure. Hence, we deduce that W ¢ H1(0,b>) and
W e H1(0,5™).
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Limit identification
Once we showed existence of the limits W> and 7/~ we may identify
them. We test

Wr = Wpn + an
with o € C2°(R), with ¢(0) = 0,

T+1 (1)
/T A Wr(n, 7)e(n) dndr

/T—I—lg b(T) W( ) ( )d p
T ar Jo n, )p\n)anatr

b(T+1) b(T)
/o W(n, T+ 1)e(n) dn — . W(n, T)e(n) dn.

Obviously, limp_, ., L>(T) = 0.

Lo(T)
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T+
RoT) = — [ Waln, ey dndr + [ Wipl 10
T,1
—/ —(W(n))nW(nm) dndT+/ WSO(’?)W o dr
Tl2
T+1

b
= /Q W(%T)Spnn(ﬁ)dﬁdT—/ W90n|n (T)dT
T,1

T
+/TT+1 (—b— 9)¢(b) + h(0)) dr
~Jor, E(nw(n))nW(n, 7) dndr + O

— /Qm W (@ — (ggp)n) dnt + heo(0)
-|-/TT+1(W(O, T)n(0) — (b — g)@(b)) dr
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We see 0 = limp_,o Lo(T) = limp_o R>(T) and for U = W or
U=W">
bOO

Jim Rp(T) = /O U () (e — (50)n)

+hp(0) + U(0)py(0) + i (b),
because
Jim (@((T + 1)) = S(B(T))) =0,

where @ is any antiderivative of ¢, ®’ = . Finally, U and a = b or
a = b satisfy

0= [ UM (e — (o)) dn + ho(0) + U(0)q(0) + (@),
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i.e. the couple (U, a) is a distrubutional solution to the steady state eq.
Since we know that U € H1(0,a), we deduce that U € H?2(0,a) and U
satisfies the boundary conditions,
Uy(0) = —h, U(a) =0, Up(a)= —g.
This means that (U, a) is a unique steady state (1W°°, b°°), hence
(W, 0%) = (U,a) = (W™,b7).

Now, we improve the convergence. Since W € H1(0, b>°) we infer that
W e ¢1/2((0,b°]). Since the sequences W and 7/ are monotone and

converge to a continuous function we deduce by Dini Theorem, that the
convergence is uniform on [0, b°°], as desired.

After returning to the original variable we conclude the proof of our theo-

rem.
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